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[1] We present a new method to combine static and wavefield data to image earthquake
ruptures. Our combined inversion is a two-step procedure, following the work of
Hernandez et al. (1999), and takes into account the differences between the resolutions of
the two data sets. The first step consists of an inversion of the static field, which yields a
map of slip amplitude. This inversion exploits a special irregular grid that takes into
account the resolution of the static data. The second step is an inversion of the radiated
wavefield; it results in the determination of the time evolution of slip on the fault. In the
second step, the slip amplitude is constrained to resemble the static slip amplitude map
inferred from the GPS inversion. Using this combined inversion, we study the source
process of the 2004 M6 Parkfield, California, earthquake. We conclude that slip occurred
in two main regions of the fault, each of which displayed distinct rupture behaviors. Slip
initiated at the hypocenter with a very strong bilateral burst of energy. Here, slip was
localized in a narrow area approximately 10 km long, the rupture velocity was very
fast (�3.5 km/s), and slip only lasted a short period of time (<1 s). Then the rupture
proceeded to a wider region 12–20 km northwest of the hypocenter. Here, the earthquake
developed in a more moderated way: the rupture velocity slowed to �3.0 km/s and slip
lasted longer (1–2 s). The maximum slip amplitude was 0.45 m.
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1. Introduction

[2] Obtaining a reliable image of the evolution of slip
during an earthquake is a longstanding goal of seismology.
Accurate maps of faulting are essential to understanding the
physics of earthquakes, and consequently to predicting the
ground motion that may be expected from future earth-
quakes. The typical procedure to infer the evolution of slip
on the fault is to solve a kinematic inverse problem, where
records of ground motion are used to obtain the distribution
of slip on the fault [e.g., Olson and Apsel, 1982; Hartzell
and Helmberger, 1982]. The primary goal of kinematic
inversions is to find a slip evolution that faithfully repro-
duces the observed ground motion. Even though kinematic
faulting models do not provide a completely satisfying
description of the earthquake source (these models are not
required to obey the physical laws of rupture, and therefore

they may contain dynamical inconsistencies), they consti-
tute an important starting point for most studies involving
earthquake ruptures (e.g., studies of coseismic stress drops,
dynamic modeling of earthquakes, studies of source scaling
properties and frictional properties, prediction of ground
motion for engineering purposes, studies of the Earth
structure [e.g., Mikumo and Miyatake, 1995; Bouchon,
1997; Olsen et al., 1997; Ide and Takeo, 1997; Nielsen
and Olsen, 2000; Somerville et al., 1999; Mai and Beroza,
2002; Favreau and Archuleta, 2003; Ma and Archuleta,
2006]).
[3] A complete kinematic model for faulting during an

earthquake includes the time evolution of slip everywhere
on the fault; that is, it consists of values of slip for every
point on the fault at every time step. At any given time the
ground motion is linearly related to the slip amplitude; thus,
a faulting model can be obtained from the linear inversion
of ground motion. However, a full space-time linear source
inversion has an enormous number of unknowns (which is
given by the number of points on the fault times the number
of time steps) and without constraints the problem is
actually ill-posed. Different methods have been devised to
cope with the complexity of finite fault kinematic inverse
problems. Olson and Apsel [1982] performed the first
inversion for the evolution of faulting during an earthquake.
They assumed that slip could occur in only five consecutive
time windows of fixed length, centered about an average
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rupture velocity. This assumption largely decreased the
number of free parameters in the inversion (compared to
an inversion where all points on the fault are allowed to slip
at any given time). They further found that physical and
numerical constraints, no back-slip and pseudofiltering of
small singular values, were required in order to obtain
sensible solutions. This method, with small variations, of
performing finite fault inversions (linear inversion, assum-
ing that slip only occurs in a small number of consecutive
time windows around a fixed average rupture velocity,
imposing smoothness and positivity constraints) has been
extensively used in studies of the seismic source [e.g.,
Hartzell and Heaton, 1983; Wald et al., 1991; Wald and
Heaton, 1994; Wald et al., 1996; Sekiguchi et al., 2000]. In
order to study the details of rupture velocity, Beroza and
Spudich [1988] developed an iterative linearized inverse
method that allowed slip to occur in only one time window
but at a variable rupture time. They concluded that a strong
trade-off exists between slip amplitude and rupture time for
a single station. Cohee and Beroza [1994a, 1994b] com-
pared inversions performed with two different methods: (1) a
linearized iterative inversion, where slip could occur only in
one time window, at a variable rupture time, and (2) a linear
inversion, where slip could occur in any of three consecu-
tive time windows centered about a fixed average rupture
velocity. They concluded that multiwindow methods are
better to study earthquakes in which the risetime varies
strongly; in the remaining cases single-window methods are
more stable, and better at recovering the true seismic
moment and average rupture velocity. Cohee and Beroza
[1994b] further noted that neither approach could correctly
recover the details of rupture propagation unless the static
slip amplitude was constrained by independent data. Das
and Kostrov [1990] developed a stable linear inverse
algorithm to infer the full space-time evolution of slip that
required only a few constraints, causality (the average
rupture velocity must be slower than the P wave speed),
no back-slip (no slip in the reverse direction is allowed at
any time and point), and seismic moment (the seismic
moment must match that inferred from teleseismic obser-
vations). This method allows for the retrieval of the earth-
quakes’ source time functions from the observed ground
motion, and it has been applied to several earthquakes [e.g.,
Das and Kostrov, 1990, 1994; Henry and Das, 2002]. The
resolution ability of this algorithm has been carefully
studied by Das et al. [1996] and Das and Suhadolc
[1996], among others.
[4] With the aim of studying the details of the temporal

evolution of faulting, Hartzell and Liu [1996] performed the
first nonlinear finite fault inversion of ground motion. They
recognized that ground motion is linearly related to the slip
amplitude for a given rake angle, but nonlinearly related to
the temporal rupture parameters, such as rupture velocity
and risetime [Archuleta, 1984]. Hartzell and Liu [1996]
successfully inferred the rupture history of the 1992
Landers, California, earthquake using a hybrid nonlinear
algorithm that combined simulated annealing and downhill
simplex features. They assumed that slip occurred in a
single time window, obeying a prescribed source time
function. Because nonlinear inversion algorithms have the
ability to adequately explore the whole parameter space and
yield a complete characterization of the earthquake source,

they have become the standard for finite fault inversions
[e.g., Hartzell et al., 1996; Ji et al., 2002b; Liu and
Archuleta, 2004; Emolo and Zollo, 2005; Konca et al.,
2007; Piatanesi et al., 2007]. One of the major drawbacks
of these nonlinear algorithms is that there is no clear
mathematical way to assess the errors associated with the
solutions obtained. Furthermore, the solutions of the non-
linear inversions are not unique. Thus, after solving the
kinematic nonlinear inverse problem, we are left with a
solution (a model for the evolution of slip) that is not unique
and whose error we cannot assess quantitatively.
[5] Because of advances in computing capabilities and

mathematical tools, the last decades have witnessed impor-
tant developments in kinematic source inversion proce-
dures. Kinematic inversions for slip models are now
performed almost routinely after moderate to large earth-
quakes. However, different studies often produce different
kinematic models for the same earthquake; even the final
slip distributions can be very different. This discrepancy in
kinematic models results from different authors using dif-
ferent data sets as inputs to their inversions, as well as
different methods and assumptions. The scientific commu-
nity often fails to recognize these differences in the
approaches. Instead, the scientific community focuses on
the disagreement between the different slip models, often
ignoring critical parameters such as rupture velocity and slip
rate function. Careful studies of the errors associated with
the kinematic faulting models are therefore of prime impor-
tance. Several authors have recently focused their efforts on
devising ways to assess the uncertainty in finite fault models
[e.g., Liu et al., 2006; Piatanesi et al., 2007; Monelli and
Mai, 2008]. In this paper we continue this effort by
investigating the integration of data sets with different
resolving abilities in source inversions.
[6] The first step in assessing the errors in earthquake

source models is to understand the resolution of the data sets
utilized in the inversion. Kinematic inversions take as inputs
two main types of data: (1) records of permanent ground
deformation (static field), and (2) records of ground motion
or shaking (radiated wavefield or dynamic field). The static
field can be used to infer the cumulative (final) slip
amplitude and rake; the wavefield allows the retrieval of
the complete evolution of slip in time. The two types of data
sample different frequencies of ground motion; therefore,
they are useful to image slip that occurs over different
timescales. The two data sets also have different resolution
wavelengths; that is, they carry information about slip that
occurs over different length scales. Records of the static and
dynamic field complement each other, and they should be
used together in inversions [Cohee and Beroza, 1994b;
Wald et al., 1996; Hernandez et al., 1999; Delouis et al.,
2002; Ji et al., 2002a, 2002b; Piatanesi et al., 2007].
However, given the different resolutions of these two types
of data, one must be very careful in combining them.
[7] In this paper we will combine both the static field and

the dynamic wavefield generated by the 2004 Mw6 Park-
field, California, earthquake in order to obtain a model of
the evolution of coseismic slip. Despite being only a
moderately sized event, the 2004 Parkfield earthquake
was extremely well recorded in the near-source area [Harris
and Arrowsmith, 2006]. In addition, the location of the fault
is almost perfectly known, based on surface trace and
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seismicity [Rymer et al., 2006; Thurber et al., 2006]. The
three-dimensional material structure of the Parkfield region
is also known with great detail [Thurber et al., 2006]. Thus,
the available Parkfield data sets provide a unique opportu-
nity to study the limitations and abilities of inversion
techniques [Custódio et al., 2005; Hartzell et al., 2007].
To infer the time-space evolution of slip, we will use records
of ground displacement (13 Global Positioning System
(GPS) coseismic offsets) and records of ground acceleration
(43 strong motion accelerograms). One of the disadvantages
of using the Mw6 2004 Parkfield earthquake as a case study
is that it was only a moderate-size earthquake. Therefore,
the signal-to-noise ratio in some data is less than desirable.
In particular, the overall low slip amplitude of the earth-
quake results in a weak static signal. Another disadvantage
of this case study is that the GPS data set is limited in
number of data, spatial coverage, and density. Finally, the
Parkfield earthquake occurred along a section of the San
Andreas Fault with a very complex fault zone structure.
Because much of the data was recorded very close to or
even in the fault zone, the source signal is often masked by
phenomena that take place within the complex fault zone
region. In all likelihood, most of these issues (low signal-to-
noise ratio, complexity of the fault zone region) are perva-
sive in earthquake studies. Therefore, the Parkfield data sets
should still provide a better-than-average representation of
the data normally available for source inversions.
[8] The 2004 Parkfield earthquake was extensively stud-

ied shortly after its occurrence. In particular, different data
sets and inversion methods were used to image the coseis-
mic slip: Murray and Langbein [2006] inferred the slip-
amplitude distribution from a linear inversion of GPS static
offsets; Johanson et al. [2006] obtained jointly coseismic
and postseismic slip from a combined linear inversion of
GPS and Interferometric Synthetic Aperture Radar
(InSAR); Langbein et al. [2006] used a combination of
GPS (survey and campaign), electronic distance meter
(EDM), and creepmeter data to estimate coseismic slip
amplitude; Custódio et al. [2005] and Liu et al. [2006]
used strong motion data in a nonlinear inversion to infer the
slip amplitude, rake angle, rupture velocity and risetime;
and Ji et al. [2004] used a selection of seismic and GPS data
jointly in a nonlinear wavelet inversion to image slip
amplitude, rake, rupture velocity and risetime.
[9] Why then perform yet another inversion for the

source of the 2004 Parkfield earthquake? The main goal
of this paper is to study how to combine different data sets,
which contain complementary information but have differ-
ent resolutions, in order to obtain a kinematic rupture model
that is consistent with both GPS and seismic data and is as
accurate and robust as possible. In doing so we will keep
track of the errors associated with the data sets and faulting
models whenever possible. Our combined inversion of the
static and dynamic fields will be done in two steps,
following the work of Hernandez et al. [1999]. In the first
step we invert the GPS data to find the cumulative slip
amplitude. The inversion of the GPS data is performed
using an irregular grid that reflects the resolution wave-
length of the static data. In the second step we invert the
strong motion data to obtain the distributions of slip
amplitude, rake, secant (or average) rupture velocity and
risetime. In this second step, the slip amplitude is con-

strained to stay within the bounds determined by the static
field inversion (using the irregular grid). This work
improves on Hernandez et al.’s [1999] work by using the
GPS information explicitly (considering data errors and
model resolution) to constrain the strong motion inversion.
This two-step procedure takes into account the resolution of
the GPS data, and by doing so naturally reduces model error
in the final solution. It also copes adequately with the
nonlinear complexity of the waveform inversion, which
leads to a better control of the temporal rupture parameters.
For comparison, we also present rupture models based on
the individual data sets (geodetic and seismic). Finally, we
examine the robustness of our final space-time slip distri-
bution. Given the robust features of our combined rupture
model, we discuss the 2004 Parkfield earthquake in terms of
source processes.

2. Data

[10] Static data and waveform data complement each
other regarding the earthquake source information they
contain. Static field data are position offsets; that is, they
are observations of differences in ground positions before
and after the earthquake and represent zero-frequency
motion. Waveforms are records of the passage of seismic
waves that contain frequencies greater than zero, but are
limited by instrument response and signal to noise. In this
paper we will use static offsets recorded by GPS sensors and
acceleration waveforms recorded by strong motion sensors.
We will not use InSAR data to study the coseismic slip
because the InSAR records contain both coseismic and
postseismic displacements (the 2004 Parkfield earthquake
was followed by high-amplitude postseismic slip that began
immediately after the earthquake [Johanson et al., 2006]).
[11] GPS data are of great value to source inversions

because they record ground displacements that occur on
very long timescales corresponding to virtually 0 Hz.
Consequently, GPS data are suited to image static slip on
the fault. In contrast, seismic and other waveform data
record higher-frequency ground motion. Thus, waveform
data allow the study of slip on a fault that occurs over
shorter periods of time. In general, high-frequency data
(typically seismic data) are not sensitive to slow slip. One
of the issues with static data concerns the sampling fre-
quency of the ground positions. If the positions are not
sampled frequently enough (e.g., if the measurement is a
daily average), the inferred coseismic signal will most
probably be contaminated with postseismic deformation.
In fact, the term ‘‘coseismic GPS’’ traditionally refers to
daily averages, which are not purely coseismic (this situa-
tion is changing with the advent of high rate GPS). On the
other hand, waveforms, which are recorded at higher
sampling rates, are always purely coseismic. The spatial
resolutions of the static and dynamic field also differ. The
static field decays as 1/r2, where r is the distance between
the source (region where slip occurs) and the observation
point (station) [Aki and Richards, 2002]. The dynamic
wavefield decays only as 1/r [Aki and Richards, 2002].
Thus, static data deteriorate very quickly with distance from
the source. Comparatively, waveform data have the poten-
tial for better resolution at larger distances. In particular,
waveform data better resolve deep slip. Another difference

B01315 PAGE ET AL.: COMBINING DATA SETS IN SOURCE INVERSIONS

3 of 20

B01315



in using static versus dynamic field data in source inver-
sions is related to uncertainties in the material structure.
Ground displacements are less sensitive to material structure
than ground accelerations [Wald and Graves, 2001]. The
models that we use for the media always contain inaccura-
cies and oversimplifications. Thus, it is advantageous to use
records of the static field, which are more robust with
respect to errors of the model used for the medium [Wald
and Graves, 2001].

2.1. GPS Data

[12] The Global Positioning System records ground posi-
tions through a system of spaceborne satellites. In the
Parkfield region, a network of 13 GPS stations (Figure 1)
continuously records ground positions at a high sampling
rate of 1 Hz [Langbein and Bock, 2004]. The ground
positions that we use in this paper were obtained from
Johnson et al. [2006]. The data processing follows Larson
et al. [2003] with added modified sidereal filtering [Choi et
al., 2004]. The GPS data errors, as given by the data
processing, are 1.49 mm for the east-west component,
2.97 mm for the north-south component, and 3.77 mm for
the vertical component of displacement. The 1-Hz contin-
uous GPS network at Parkfield recorded displacement
waveforms during the 2004 event. However, in the specific
case of the 2004 Parkfield earthquake, the 1-Hz sampling
frequency of the GPS data is still too low to result in
accurate waveforms [Page et al., 2009]. Therefore, we only
used GPS data to infer the coseismic static field; we did not

use GPS waveforms in the inversion. Because we infer the
static displacements from 1-Hz GPS, we are confident that
our static displacements are purely coseismic and do not
contain any postseismic deformation. It is especially impor-
tant to obtain truly coseismic offsets for the Parkfield
earthquake given that strong postseismic deformation
started immediately after the earthquake [Rymer et al.,
2006; Langbein et al., 2006; Johanson et al., 2006; Johnson
et al., 2006].

2.2. Strong Motion Data

[13] Strong motion accelerometers are seismographs
designed to record strong ground shaking during earth-
quakes, they should stay on-scale even under high accel-
erations. Over 50 strong motion sensors recorded the 2004
Parkfield earthquake in the near-field [Shakal et al., 2005,
2006; Borcherdt et al., 2006]. The strong motion data and
processing methods that we use in this paper follow closely
those employed by Liu et al. [2006]; hence we refer the
reader to their paper for all details. Here, we will only
overview the fundamental information concerning the data.
[14] We use accelerograms from 43 three-component

strong motion stations. Figure 1 shows the location of the
chosen stations [see Liu et al., 2006, Table 1]. These 43
stations were chosen for quality reasons (proximity to
epicenter, instrument response and clarity of the S phase).
All 43 stations are located within 15 km of the presumed
ruptured fault segment.
[15] Because some of the strong motion stations are

located very close to or actually in the fault zone, the
recorded ground motion contains signals that are modified
by the complex fault zone (e.g., trapped waves, head waves
and internal fault zone reflections [Ben-Zion, 1998]). In this
paper, we do not attempt to model the effects of fault zone
structure on wave propagation. Thus, for the purposes of
our modeling, records that are obtained too close to the fault
are contaminated by ‘‘noise’’ stemming from fault zone
complexities. Furthermore, all stations are located on par-
ticular geological settings and these local conditions may
affect the accelerations recorded during the earthquake. We
assume that the distortion of the rupture source signal as
recorded at each station is a result of site effects. In order to
account for site effects, we use empirical factors that reflect
the amplification and resonance of ground motion at each
station [Liu et al., 2006]. These empirical factors are based
on ground motion recorded at the Parkfield strong motion
network during the 1983 Mw6.5 Coalinga earthquake. The
Coalinga earthquake took place 25 km NE of Parkfield
[Eberhart-Phillips, 1989].
[16] Before inverting the seismic data, we integrate the

accelerograms into velocity waveforms. We further filter the
waveforms in the passband 0.16–1 Hz, the accessible range
of frequencies for the strong motion inversion [Liu et al.,
2006]. As an example, Figure 2 shows a velocity waveform
obtained by integration of the recorded strong motion
accelerogram. The same plot overlays nonfiltered and
filtered velocity waveforms. Whereas the later parts of the
filtered and nonfiltered signals almost overlap, there is some
loss of detail in the earlier part of the filtered waveform.
This indicates that some of the information carried by the
seismic data will be left out of our study due to the limited
frequency passband. Specifically, information contained in

Figure 1. Map of the 43 strong motion stations (black
triangles) and 13 GPS stations (green squares) used in this
study. Also shown are San Andreas fault trace (black line)
[Rymer et al., 2006], aftershocks (gray dots) and epicenter
(red star) of the 2004 Parkfield earthquake [Thurber et al.,
2006], and surface projection of the modeled fault plane
(blue line).
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short-duration pulses will not be taken into account. Thus,
we lose the ability to resolve the very fast slip that may have
occurred during the earthquake. Given our passband, we
will not able to resolve slip occurring over periods of time
shorter than 1.0 s.
[17] From this point onward we will refer to the velocity

waveforms, obtained from the integration of accelerograms,
filtered and corrected for site effects, as our seismic data or
observations.

3. Methods

[18] The aim of source inversions is to find a rupture
model that adequately describes an earthquake given the
resulting ground motion. The adequacy of the inferred
rupture model is normally assessed by comparing the
observations (data) with the ground motion predicted by
the model (synthetics). Thus, the solution of the inverse
problem requires the computation of ground motion given
prescribed rupture models. In other words, to address
the inverse problem we must be able to adequately solve the
corresponding forward problem. In order to solve the
forward problem, we start by discretizing the fault plane
into small subfaults. Next, we compute the Green’s func-
tions for each pair: station and fault node (corner of a
subfault). Green’s functions take into account the structure
of the medium traversed by the seismic waves between the
source (the point where slip occurred) and the observer (the
station at the surface). The final ground motion predicted at
a station is found by adding the contributions from all nodes
on the fault. Once we know how to compute the ground
motion that corresponds to any given slip distribution, we
can focus on the inverse problem of finding the optimal
rupture model that generates predictions (i.e., synthetic
ground motion) that best match a set of observations. This
procedure provides a measure of data fit (how well the data
are matched) but does not specify model adequacy (how
close to the true faulting solution the model actually is),
which is more difficult to quantify for a nonlinear problem.

3.1. Fault Geometry and Material Structure

[19] We model the segment of the San Andreas Fault
where the Parkfield earthquake took place as a subvertical

plane striking 140�SE and dipping 87�SW. The rupture
plane dimensions are 40 km along strike and 13.65 km
downdip. The geometry and location of the rupture plane
were chosen in accordance with aftershocks locations
(Figure 1) [Thurber et al., 2006]. In previous studies we
used rupture planes that extended deeper, but we found no
significant deep slip [Custódio et al., 2005; Liu et al., 2006].
A fault plane that is larger than necessary adds dispensable
free parameters to the inversion, which decreases its stabil-
ity. Hence, we chose to limit the downdip width of the
rupture plane to 13.65 km. We place the hypocenter at
35.8155�N, 120.3667�W and 8.3 km depth, in good agree-
ment with its double-difference location [Thurber et al.,
2006]. Because the surface break during the Parkfield
earthquake was minimal [Rymer et al., 2006], we model a
rupture plane that is buried 500 m below the surface. We
discretize the rupture plane into nearly square subfaults that
measure 2 km along strike and 1.95 km downdip.
[20] Following Liu et al. [2006], we approximate the

complex 3D material structure as a layered structure that
is different for each side of the fault [Liu et al., 2006,
Table 4]. This simplified velocity model takes into account
the geologic differences between materials on opposite sides
of the San Andreas Fault and allows the fast computation of
Green’s functions. We apply the frequency-wave number
method of Zhu and Rivera [2002] to compute the Green’s
functions.

3.2. Inversion of Static Data

[21] Coseismic offsets are linearly related to slip on the
fault. Therefore, it is possible to obtain the slip amplitude
and rake from a linear inversion of the static field. Further-
more, because the inversion of the static data is a linear
problem, we can calculate mathematically the resolution of
the input data set and the error associated with the resulting
slip model. Page et al. [2009] describe in detail the
inversion of the GPS coseismic offsets of the 2004 Parkfield
earthquake. Here, we briefly review their most important
results. Page et al. [2009] start by demonstrating that a
particular irregular gridding of the fault plane is required in
order to retrieve the correct slip distribution from the
inversion. Their irregular grid reflects the resolution wave-
length of the static data. Because the static field strongly
attenuates with distance between source and observer, slip
that occurs over short length scales will be well resolved
only if it happens near the GPS network. In such locations,
we can discretize the fault into small subfaults and recover
the correct slip. However, regions of the fault located far
from GPS stations must be discretized coarsely in order to
avoid artifacts in the solution [Sagiya and Thatcher, 1999;
Pritchard et al., 2002; Simons et al., 2002]. This irregular
gridding system is necessary to recover small-scale structure
in well-resolved regions of the fault while simultaneously
avoiding spurious structure, given the only 39 (13 stations �
3 components) observations of coseismic offsets and the 1/r2

decay of the static field [Page et al., 2009].
[22] Because kinematic inversions are often underdeter-

mined problems, it is wise (and common practice) to
improve their resolution with further knowledge of the
physics of earthquakes. Such physical knowledge is built
into the inversions in the form of constraints [e.g., Olson
and Apsel, 1982; Hartzell and Heaton, 1983; Das and

Figure 2. Horizontal components of ground motion
recorded at strong motion station PHOB. The velocity
waveforms were obtained by integration of the recorded
accelerograms. Also shown in black is the strong motion
velocity waveform filtered in the passband that we use in
the inversion (0.16–1.0 Hz). Because we filter the seismic
data in the passband 0.16–1.0 Hz, we are not able to image
slip that occurs faster than 1 s (even though there is some
evidence for faster slip in the raw data).
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Kostrov, 1990, 1994; Das et al., 1996; Das and Suhadolc,
1996; Hartzell and Liu, 1996]. In their inversion of the
static field, Page et al. [2009] impose a nonnegativity
constraint (backslip is not allowed), as well as a seismic
moment constraint. The nonnegativity constraint renders the
static field inversion, which was initially a linear problem,
nonlinear. Thus, Page et al. [2009] employ a nonnegative
least squares (NNLS) algorithm [Lawson and Hanson,
1974] to perform the static field inversion. The moment
constraint serves to avoid the appearance of spurious slip in
the solution. Page et al. [2009] also assume that slip is
purely right-lateral (rake angle = 180�), which is in accor-
dance with previous results [Custódio et al., 2005; Liu et al.,
2006; Murray and Langbein, 2006; Johanson et al., 2006].
Fixing the rake angle reduces the number of free parameters
by a factor of two, hence improving the resolution.

3.3. Inversion of the Wavefield

[23] We infer the space-time evolution of slip from the
seismic data through a nonlinear simulated annealing inver-
sion [Hartzell and Liu, 1996; Liu and Archuleta, 2004; Liu
et al., 2006]. Again, we will only review here the most
important aspects of the inversion method; the more inter-
ested reader should refer to the original papers for further
details. The inputs to the inversion are the seismic wave-
form data, the fault geometry, the Green’s functions, and an
assumed functional form of the slip rate function. The
output of the inversion is a kinematic rupture model, which
consists of the spatial distributions of slip amplitude, rake
angle, secant rupture velocity (average rupture velocity
between the hypocenter and each point on the fault) and
accelerating and decelerating risetimes. The source slip rate
function that we use is made up of two sinusoidal parts [Liu
et al., 2006]. Because we invert independently for acceler-
ating and decelerating risetimes, the source slip rate func-
tion can be symmetric or asymmetric (to be determined by
the data). The inversion algorithm of Liu et al. [2006]
interpolates both the source parameters and the Green’s
functions to compute smooth synthetic ground motion. In
this paper, source parameters are computed on a 2 km �
1.95 km grid; Green’s functions use a 0.5 km � 0.4875 km
grid, and both are interpolated and convolved on a finer
0.1667 km � 0.1625 km grid (grid spacings are given first
along strike, and then downdip).
[24] The goal of the inversion is to find optimal values for

the five source parameters (slip amplitude, rake angle,
rupture velocity, accelerating risetime and decelerating
risetime) at every node on the fault. To achieve this goal,
the algorithm performs a global search of the parameter
space. This global search does not examine individually
every possible rupture model. Instead, it samples a very
large number of rupture models that provide a good repre-
sentation of all the possibilities. For each examined rupture
model, corresponding ground motion is computed and
compared with data. The final rupture model is not neces-
sarily the rupture model that generates ground motion that
best fits the data, but rather a good representative of the
family of models that best fit the data. In other words, our
algorithm finds a good representation of the global mini-
mum. The choice of sampled rupture models throughout the
inversion is to some degree random (we do ensure that the
entire parameter space is adequately sampled). This ran-

domness enables us to perform different inversions by
taking different random paths; in this manner we can obtain
different rupture models. The rupture models thus generated
should all be equally good, they should all be good
representatives of the global minimum of the parameter
space and they should all predict ground motion that match
the data. When we use this nonlinear inversion algorithm,
we normally generate 10 equally good models from differ-
ent random seeds. Because the 10 models are equally good
(they produce nearly equal misfits between data and syn-
thetics), we feel it would be misleading to present only one
model. On the basis of the 10 models, we then compute an
average rupture model and its standard deviation. The
comparison of the 10 equally good models helps us analyze
the robustness of our results. Note that the standard devi-
ation of the 10 equally good models is a model error
estimate that only takes into account the nonuniqueness of
the inversion procedure. Data errors and uncertainties in the
Green’s functions, as well as other errors in the assump-
tions, are left out of this error estimate.
[25] The inversion of seismic data benefits from the

inclusion of physically based constraints, just as the static
field inversion does. We require that the seismic moment be
as small as possible (in order to prevent spurious slip on the
fault) and that the spatial distribution of slip be smooth.
None of these constraints is imposed very strongly; the fit to
the data is always the main priority.

3.4. Two-Step Combined Inversion

[26] Major uncertainties in the nonlinear seismic inver-
sion stem from the trade-offs between the five source
parameters. The areas where slip occurs can be mislocated
in the rupture model if the rupture velocity and the risetime
are not accurately determined, and vice versa [e.g., Beroza
and Spudich 1988]. For example, for a given rupture
velocity, slip will be located in a given region of the fault.
But if the rupture velocity is faster, the inversion will put the
slip farther away from the hypocenter. In other words, there
is an intrinsic interdependence between temporal and spatial
source parameters. A similar trade-off exists between rup-
ture velocity and risetime. Emolo and Zollo [2005] con-
cluded that the rupture velocity has a profound effect on any
inversion result. In an attempt to overcome these trade-offs
we follow the approach of Hernandez et al. [1999] and use
the slip-amplitude distribution obtained from the static field
inversion to guide the nonlinear seismic inversion. The
combined inversion of static and waveform data is thus a
two-step process. We diverge from Hernandez et al. [1999]
in the linking of the two steps.
[27] The first step of the combined inversion is an

inversion of the GPS static data only, which yields a map
of coseismic slip amplitude. We assess the uncertainty
associated with the static slip model by taking into account
the observational errors of the GPS offsets. Page et al.
[2009] describe in detail the process of inferring the error of
the slip distribution from Monte Carlo error sampling. The
main idea is to generate a large number of possible static
data sets by adding to the static data small random pertur-
bations within bounds given by the GPS errors (in this study
we used 1000 data sets in the Monte Carlo sampling). All
the data sets thus obtained are subsequently inverted to yield
slip distributions. The standard deviation of all the slip
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distributions gives a measure of the uncertainty in the slip
model arising from data errors. In summary, the first step of
the combined inversion consists of inferring a map of
coseismic slip amplitude and respective error (as inferred
from observation errors) from the static data. In order to
take into account the resolution wavelength of the static
data, all the static analysis is performed on the irregular grid
proposed by Page et al. [2009].
[28] In the second step of the combined inversion, we

invert the strong motion data under the constraint that the
slip-amplitude distribution resembles that inferred from the
static field (step one). Fixing the distribution of the slip
amplitude in the seismic nonlinear inversion leads to a
natural consolidation of the time source parameters [Cohee
and Beroza, 1994b; Hernandez et al., 1999]. In other words,
using the static slip amplitude as a constraint on the seismic
nonlinear inversion dramatically reduces the undesirable
trade-offs between source parameters. The strong motion
inversion is performed using a fault plane discretized into a
regular grid (2 km � 1.95 km). However, the slip distribu-
tion inferred from the GPS offsets was obtained on an
irregular grid. In order to combine the two inversions, we
must carefully consider the two gridded systems.
[29] The GPS-inferred static slip amplitude for each

irregular subfault is the average slip that occurs within that
subfault. Therefore, a natural way of combining the GPS
and seismic inversions would be to require that in the
second step (seismic inversion) the average slip within each
irregular GPS subfault equals the GPS-inferred slip. This
approach would be moment-conserving (the seismic mo-
ment would be identical in the two steps of the combined
inversion). However, there is a problem with this reasoning:
Because of the fast decay of the static field, slip placed at
shallower depths within a large irregular subfault will create
a larger GPS signal than the same amount of slip placed
deeper within the subfault. In order to overcome this
problem, in the second step (seismic inversion) we compute
a weighted average of the slip amplitude within each
irregular GPS subfault, rather than a simple average. The
weight ascribed to the ith subfault on the regular grid, that is
within the jth irregular subfault, is given by

wi ¼
k bi k
k bj k

; ð1Þ

where kbik is the L2 norm of the GPS data vector generated
by a unit of slip on the ith subfault. The GPS constraint is
then given by

X
i

wiDui ¼ ~xj; ð2Þ

which sums over the regular subfaults within each irregular
subfault from the GPS inversion. Here Dui is the total slip
on the ith regular subfault in the combined inversion, and ~xj
is the slip placed on the jth irregular subfault in the GPS
inversion.
[30] Deeper subfaults have slightly smaller weights than

shallow ones; therefore, more slip is required in deeper
subfaults in order to produce a comparable GPS signal. The
weights decay by approximately 1/r2 with depth (Figure 3

and Table 1). The weights within each irregular subfault do
not add up to exactly one, which means that in this scheme
moment is not necessarily conserved within each irregular
subfault. The weighted average method is signal-conserving
(the kinematic models inferred from the two steps generate
nearly identical GPS signals). From this point onward we
will refer to the weighted average of slip as described above
as w-averaged.
[31] In the strong motion inversion (second step) we

constrain the w-averaged slip amplitude inside each irreg-
ular GPS subfault to match the slip for that area found by
inverting the GPS data, as shown in equation (2). Note that
in addition to the GPS-inferred slip ~x we also have a
standard deviation in this slip derived from a Monte Carlo
sampling of GPS data errors. The slip amplitude in the
second step should not exceed the slip amplitude, plus or
minus its error, inferred from the first step. This relaxed
condition takes into account the uncertainty associated with
the static slip distribution arising from data errors. It also
takes into account the spatial resolution of the GPS data.
Because the constraint uses the irregular subfaults from step
one, it effectively is a weaker constraint in areas where the
GPS data have less resolution. The static constraint on the
second step is implemented by adding a penalty to the
object function (E), which the inversion tries to minimize, if
the slip amplitude bounds are not respected. Thus, the
object function [Liu et al., 2006] becomes

E Mð Þ ¼ 1PNd

d¼1 Wd

XNd

d¼1

Wd 1�
2
Pte

tb
_us tð Þ _u0 tð Þ

AdPte
tb
_u2s tð Þ þ

Pte
tb

_u0 tð Þ
Ad

� �2

0
B@

1
CA

þ EC þ EGPS ;

ð3Þ

where E(M) is the object function corresponding to a
kinematic model M, _u0(t) are the observed velocity wave-
forms and _us(t) are the synthetic velocity waveforms. As in
the work by Liu et al. [2006], each of the Nd observed
waveforms is given a weight Wd and corrected by an
amplification factor Ad corresponding to the station/compo-
nent of waveform d. EC serves to impose the smoothness

Figure 3. Map of the weights used in the w average of the
slip amplitude in the second step of the inversion (seismic
inversion). The GPS irregular subfaults are superimposed in
gray. In general, deeper subfaults have smaller weights
(weights generally decay with 1/r2 from the GPS network).
The weights within each irregular subfault add up to
approximately, but not exactly, one. The weight values are
given in Table 1.
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and moment constraints [see Liu et al., 2006]. In the second
step of the combined inversion (constrained seismic inver-
sion), the larger the difference between w-averaged slip
inside an irregular grid and target static slip, the more the
object function is penalized. Mathematically, this constraint
corresponds to adding the term EGPS to the object function:

EGPS ¼ WGPS

PM
i¼1 sdevi

�� ��
M

; ð4Þ

sdev ¼ �s� smin; if �s < smin;
�s� smax; if �s > smax;

�
ð5Þ

where WGPS is the weight given to the GPS constraint, si
dev

is the amplitude of the deviation from the GPS constraint on
each irregular subfault i, and M is the number of subfaults in
the irregular grid used for the GPS inversion. The value si

dev

is computed given �si, the slip amplitude w-averaged over
the area of each irregular subfault i, and smini and smaxi,
the minimum and maximum slip amplitudes allowed by the
GPS inversion inside each subfault. The parameters smax
and smin correspond to the static slip amplitude plus or
minus, respectively, its standard deviation, as inferred from
the GPS inversion. The weight WGPS is determined
empirically keeping in mind that both the GPS constraint
and the seismic data should be well fit. In the inversions we
present in this paper WGPS = 0.1. This choice of WGPS leads
to an increase of the final misfit by 5% due to the GPS
constraint, i.e., due to the term EGPS. As we will see later on,
this choice of weight WGPS allows for a maximum deviation
of �0.06 m between the final slip model and the static slip
model, and still permits a very good fit to the seismic data.
[32] After performing these two steps we reach a com-

plete description of the kinematic earthquake source, the
time-space evolution of slip on the fault. The final rupture
model consists of fault plane maps of the five source

parameters (slip amplitude, rake angle, rupture velocity,
and accelerating and decelerating risetimes). Because the
final result was obtained through a nonlinear inversion, the
solution is still nonunique. Also, we are not able to
mathematically compute the error in the parameters of the
kinematic model. However, because we used a two-step
approach, we will be able to tell which pieces of data
require which features of the rupture model. Furthermore,
in the combined inversion we took into account the differ-
ences in resolution wavelength of the two data sets, thus partly
eradicating spurious structure from the faulting model.
Finally, the comparison of 10 equally good rupture models
(generated by different random sampling of the parameter
space) provides a measure of the nonuniqueness of the
model given fixed assumptions (fault geometry and loca-
tion, velocity structure, data accuracy, etc.).

3.5. Synthetic Test

[33] In this section we test our two-step inversion algo-
rithm by inverting synthetic data sets generated by a known
faulting model. Next we will summarize the steps involved
in the synthetic test:
[34] 1. We generate a synthetic rupture model, which we

will refer to as the input rupture model (it will serve as input
to the synthetic test) (Figure S1a in the auxiliary material).1

This input rupture model features the same gross slip areas
as the 2004 Parkfield earthquake, as inferred from previous
studies [e.g., Custódio et al., 2005; Liu et al., 2006]. The
amplitude of slip is 0.3 m close to the hypocenter and 0.2 m
in the region of slip northwest of the hypocenter. The input
rupture model is further characterized by a homogeneous
rupture velocity of 3.0 km/s and total risetime of 0.9 s
(accelerating risetime T1 = 0.3 s and decelerating risetime
T2 = 0.6 s).

Table 1. Weights Used to Perform the w-Average of the Slip Amplitude Within Each Irregular Subfault in the Second Step of the

Inversion (Seismic Inversion)a

Subfault Index Along-
Strike NW (1) to SE (21)

Subfault Index Downdip From Top (1) to Bottom (8)

1 2 3 4 5 6 7 8

1 0.0069 0.0224 0.0361 0.0358 0.0475 0.0396 0.0317 0.0165
2 0.0148 0.0472 0.0737 0.0707 0.0903 0.0726 0.0561 0.0284
3 0.0230 0.0711 0.1047 0.0948 0.1132 0.0859 0.0631 0.0309
4 0.0375 0.1114 0.1519 0.1267 0.1388 0.0983 0.0685 0.0324
5 0.2623 0.7425 0.2565 0.1924 0.1227 0.0811 0.0537 0.0246
6 1.0000 1.0000 0.3375 0.2233 0.1294 0.0808 0.0517 0.0232
7 1.0000 1.0000 0.3307 0.1902 0.1222 0.0743 0.0469 0.0208
8 1.0000 1.0000 0.3504 0.1798 0.1131 0.0682 0.0423 0.0184
9 1.0000 1.0000 0.3202 0.1757 0.1242 0.0717 0.0425 0.0179
10 1.0000 1.0000 0.3761 0.2009 0.1393 0.0781 0.0449 0.0186
11 1.0000 1.0000 0.3589 0.1882 0.1443 0.0815 0.0477 0.0201
12 1.0000 1.0000 0.3155 0.1755 0.1371 0.0806 0.0497 0.0219
13 1.0000 1.0000 0.3378 0.2044 0.1192 0.0749 0.0488 0.0223
14 1.0000 1.0000 0.3334 0.1962 0.1176 0.0761 0.0508 0.0236
15 0.1939 0.4568 0.3447 0.2161 0.1189 0.0771 0.0518 0.0243
16 0.0925 0.2686 0.2621 0.1884 0.1108 0.0741 0.0508 0.0241
17 0.0304 0.0987 0.1449 0.1194 0.1197 0.0848 0.0603 0.0293
18 0.0173 0.0590 0.0957 0.0873 0.0961 0.0727 0.0541 0.0270
19 0.0112 0.0384 0.0652 0.0637 0.0754 0.0605 0.0472 0.0243
20 0.0081 0.0274 0.0470 0.0476 0.0593 0.0498 0.0404 0.0214
21 0.0042 0.0139 0.0236 0.0243 0.0311 0.0268 0.0224 0.0121

aThe weights are given for each subfault along the directions along strike and downdip. These weights are plotted in Figure 3.

1Auxiliary materials are available in the HTML. doi:10.1029/
2008JB005746.
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[35] 2. On the basis of the input rupture models created in
step 1 we generate GPS static data, as well as strong motion
wavefield data, at the stations that recorded the 2004 Park-
field earthquake (Figures S2 and S3). We will refer to this
synthetic data set as the input data set.
[36] 3. We add white noise to the input data set created

above; thus we simulate more realistic Earth-like conditions
where data are contaminated by noise. In the case of the
GPS data set, the amplitude of the noise added is the same
as that of the errors derived from the (real) GPS data
processing. For the seismic data set, we arbitrarily chose
the amplitude of the white noise to be 20% of the maximum
amplitude in each synthetic waveform (the process of add-
ing noise to the seismic data is the same as described by
Custódio and Archuleta [2007]).
[37] 4. We use the two-step combined inversion algorithm

described in section 3.4 to infer a rupture model (output
model) from the noisy input data set created in step 3. All
the tuning parameters chosen for this synthetic test (amount
of smoothing, grid spacing, convergence and acceptance
rate for the simulated annealing inversion, etc.) are the same
as those employed in the actual inversion of the Parkfield
data sets, presented in section 4.3.
[38] 5. In the first step (GPS inversion) we compute 1000

output rupture models, following the methodology pre-

sented in section 3.4. On the basis of this ensemble of
output models, we infer an average slip model and
corresponding standard deviation. In the second step (con-
strained seismic inversion) we compute 10 output rupture
models. The 10 models are equally adequate, in the sense
that the ground motions generated by all the models match
the input synthetic records, with noise, similarly well. Our
final output model is the average of the 10 preferred models
(Figures S1d and S1e).
[39] Figures S2 and S3 show the fits to data resulting

from this synthetic test. The data fits are very good, as
expected in the case of our simple input model. The input
rupture model (Figure S1a) is also well retrieved by our
two-step inversion: The output rupture model (Figure S1d)
is a ‘‘smeared-out’’ version of the input model, and in the
regions of slip, maximum slip amplitude and rupture veloc-
ity are reproduced correctly. Spurious slip appears on the
northwest end of the fault plane (Figure S1d); all the 10 out-
put models yield very similar results over the rest of the fault
plane (hence the minimal standard deviation, Figure S1e).
While the standard deviation in this area of the fault is lower
than the model error, one can see (correctly) from Figure S1e
that this area of the fault has the worst resolution, and thus
is most prone to spurious slip. This spurious structure could
easily be eliminated by setting slip to zero on the northwest
boundary of the fault plane; however, we chose not to do
this in the test in order to keep the same parametrization
as for the inversion of the actual recorded data sets. As we
will show later, in the actual inversion of Parkfield data our
final model does not have slip near this edge of the fault
plane.

4. Results

4.1. GPS Inversion

[40] Figure 4a shows the slip amplitude obtained by Page
et al. [2009] from the inversion of GPS static offsets using
the irregular grid. We refer the reader to the original paper
for a complete analysis of this slip model and associated
errors. The model indicates that most slip occurs between a
depth of 4 and 8 km. The maximum slip amplitude in the
GPS model is 0.3 m, and takes place 10 to 20 km northwest
of the hypocenter. A second region of slip is located close to
the hypocenter, where slip attains 0.2 m. Note that these slip
values are not absolute, they rather represent the average
slip that occurs within the the subfault area. According to
this model no significant shallow slip occurred during the
earthquake, which agrees with field observations of minor
coseismic surface faulting [Rymer et al., 2006]. It should be
emphasized that the GPS data have excellent resolution for
most of the shallow depths. Thus, the absence of shallow
slip is a well-resolved feature. The error associated with this
slip model, as inferred from observations, is variable in space
(i.e., the error of the slip amplitude is different within each
subfault), reaching a maximum of 0.055 m on the deeper
parts of the fault (Figure S4). The average seismic moment
M0 based on the GPS modeling is 1.05 � 1018 N m.

4.2. Strong Motion Inversion

[41] The inversion of strong motion data indicates that
slip occurred in two main regions of the fault (Figure 4b).
Slip is spread laterally around the hypocenter, 5 km to the

Figure 4. Slip amplitude (m) (color scale) and 1-s rupture
time contours (white lines) inferred from inversion of
(a) GPS data only, using an irregular grid (average of 1000
rupture models obtained through Monte Carlo error
sampling), (b) strong motion data only (average of 10
rupture models obtained by different random sampling of
the parameter space), and (c) two-step combined inversion
(also average of 10 rupture models obtained by different
random sampling of the parameter space). The white star
marks the hypocenter. The irregular grid is outlined by
white lines in Figure 4a.
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northwest and 5 km to the southeast, and in a wider region
15 to 25 km northwest of the hypocenter, at a depth of 1–
8 km. The maximum slip amplitude imaged by the strong
motion data is 0.4 m with a standard deviation (inferred from

the nonuniqueness of the inversion) of 0.14 m (Figure S5).
Again, the maximum slip amplitude is not a robust fea-
ture as it depends on the subfault size. The standard devia-
tion of the slip amplitude is maximum at the hypocenter,
indicating that the contours of this region of slip are not
well resolved in our strong motion models. We can only
interpret the other source parameters (rake angle, rupture
velocity and risetime) in regions of the fault where the slip
amplitude is substantially nonzero. Regions of the fault
where the slip amplitude is zero do not radiate, and thus
do not contribute to ground motion. In these areas, the
inversion algorithm simply attributes any value to the
remaining source parameters (the rupture velocity is some-
what constrained in regions of no slip if the rupture front
needs to arrive further along the fault by a certain time). The
rake angle is 180� in the regions of greater slip; that is, we
find no significant rake rotation. The rupture velocity at the
hypocenter is fast, as indicated by the separation between
rupture time contours (Figure 4b). The average rupture
velocity is especially fast to the southeast of the hypocenter,
with values of 3.5 to 4.5 km/s (Figure S5). In section 5.2 we
will discuss further the possibility of supershear rupture
speeds close to the hypocenter. The standard deviation of
the rupture velocity is 0.2–0.4 km/s in regions of significant
slip. Risetimes are short, less than 1 s on average. We
cannot adequately resolve risetimes shorter than 1 s because
we only study waveforms in the passband 0.16–1.0 Hz. The
average seismic moment M0 inferred from the seismic data
is 1.08 � 1018 N m.

4.3. Two-Step Inversion of GPS and Strong Motion
Data

[42] Our final rupture model, based upon both static and
wavefield data, results from a seismic inversion where the
slip-amplitude distribution is constrained to reproduce the
GPS model. Figures 5a and 5b show the minimum and
maximum values that the slip amplitude may take in the
seismic inversion with no penalty, i.e., with no increase in
the object function. These lower and upper bounds for the
slip amplitude correspond to the average slip distribution
inferred from GPS data, plus or minus its standard deviation
(Figure S4) [Page et al., 2009]. The seismic inversion is
performed on a regular grid; we require that the w-averaged
slip amplitude inside each GPS irregular subgrid stays
within the bounds determined by the GPS inversion.
Figure 5c shows the slip-amplitude distribution obtained
from the two-step combined inversion (average of 10
equally good models); Figure 5d shows the same slip
distribution, but now w-averaged over the GPS irregular
grid. Finally, Figure 5e shows sdev, the difference between the
w-averaged combined inversion (Figure 5d) and the imposed
slip amplitude bounds (Figures 5a and 5b). The deviation
from the constraint is practically zero in all subfaults except
to the southeast. Slip in the southeast subfaults exceeds the
imposed limits by 0.06 m at most. This deviation is required
in order to fit the seismic data (in particular, to fit the data
recorded at the Cholame Valley stations).
[43] Figures 6 and S6 show the complete kinematic

models obtained from the two-step combined inversion of
GPS and seismic data. Again, it should be noted that the
source parameters are not well resolved in regions of the
fault where the slip amplitude is low (no energy radiates

Figure 5. Slip amplitude distribution (m) obtained from
the two-step combined inversion of GPS offsets and strong
motion waveforms (average of 10 equally good models
generated by the nonlinear inversion). (a) Minimum and
(b) maximum slip amplitude slip amplitude allowed in the
second step (seismic) inversion with no increase of the
object function. Slip distributions in Figures 5a and 5b are
obtained by subtracting and adding, respectively, the
standard deviation of the static slip amplitude from its
average [Page et al., 2009]. (c) Result of the combined
inversion. (d) The w-average of the combined inversion on
the GPS irregular grid. (e) Difference between combined
slip model and constraint bounds (sdev). The white star
marks the hypocenter.
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from these regions, therefore their contribution to ground
motion is null). In order to avoid overinterpretations of our
kinematic model, we only present source parameters for
regions where slip was higher than 0.05 m. The combined
inversion places slip in two main regions of the fault:
laterally around the hypocenter (3 km to the southeast and
8 km to the northwest) and 13–20 km northwest of the
hypocenter, 4–8 km deep (Figure 6). Slip in these regions
reaches 0.45 m; again this value represents an average slip
over the area of the modeled subfaults. The standard
deviation of the slip amplitude attains a maximum of 0.08
m in a region around 13 km northwest of the hypocenter, at
a depth of 4–8 km. This region of slip is the least well
resolved by the nonlinear inversion; the standard deviation
indicates the magnitude of the uncertainty in the faulting
model given the assumptions (i.e., this standard deviation
does not take into account uncertainties in the assumptions).
In this combined inversion we did not allow the rake to
rotate, i.e, we assumed that slip was purely right lateral
(rake angle of 180�). This assumption renders the combined
inversion consistent with the GPS inversion (which also
assumed that slip was strictly right lateral). In addition, the
second step nonlinear inversion becomes more stable by

assuming no rake rotation. The rupture velocity is high in
the hypocentral region of slip, between 3.5 and 4.5 km/s. In
the region of slip northwest of the hypocenter, the rupture
slows down to 3–3.5 km/s. The standard deviation of the
rupture velocity is less than 0.2 km/s in regions of the fault
with significant slip. Thus, rupture velocity is fairly well
resolved in this two-step process. As discussed in section
4.2, we cannot adequately resolve risetimes below 1.0 s.
[44] In fact, we conducted some tests to investigate the

effects of the unconstrained risetimes in the inversion.
Figure S7 shows the result of two inversions: (1) where
the total risetime was constrained to equal 0.9 s (accelerat-
ing risetime T1 = 0.3 s and decelerating risetime T2 = 0.6 s);
and (2) with the total risetime constrained to equal 0.6 s
(accelerating risetime T1 = 0.2 s and decelerating risetime
T2 = 0.4 s). The two models inferred from these inversions
are similar to the model obtained from the unconstrained
inversion (Figure 6), both in terms of slip area, slip
amplitude and rupture time. This test clearly illustrates that
the faulting model resulting from our inversion does not
depend on the specifics of risetimes below 1 s (and therefore
no conclusions can be taken about the risetime of this
earthquake other than it being less than 1 s over most of
the fault plane).
[45] The average seismic moment M0 inferred from the

combined inversions is 1.06 � 1018 N m.

4.4. Fits to Ground Motion

[46] In this section we will compare the fits to ground
motion obtained from the single data set inversions and
from the combined geodetic-seismic inversion. In all cases
we will use the synthetic ground motion generated by the
single best model that we obtained (i.e., the model with
smallest misfit amongst all equally good models). All
equally good models produce identical synthetic ground
motion, so the one best fit model represents well the set of
good solutions. Figure 7 shows the observed horizontal
GPS static offsets, along with the offsets predicted both by
the GPS and the combined slip models. To quantify the
goodness of fit between observed and synthetic static
displacements, we will use the common variance reduction
VR:

VR ¼
s2
0 � s2

 �
s2
0

; ð6Þ

where

s2 ¼ A~x� bj j2 ð7Þ

and

s2
0 ¼ bj j2: ð8Þ

The vector ~x is the slip solution inferred from the GPS data,
b is the vector containing the GPS data, and the matrix A
contains information on the velocity structure which is used
to relate the data b to the slip ~x on the fault. For more
information on the GPS inversion, refer to Page et al.
[2009]. The closer VR is to 100%, the better the fit between
observed and recorded ground displacements. We obtain a

Figure 6. Complete rupture model inferred from the two-
step combined inversion using an irregular grid in step one.
This model is the average of 10 equally good models
generated from the second step nonlinear inversion. (a) Slip
amplitude in m (color scale) and 1-s rupture time contours
(white lines). (b) Secant rupture velocity (km/s). (c) Risetime
(s). Slip is assumed to be purely right lateral (rake angle of
180�). The white star marks the hypocenter. Regions of low
slip (<0.05 m) were blacked out in the maps of rupture
velocity and risetime, as these parameters are not well
resolved in such regions.
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variance reduction of 89% for the GPS-only slip model,
versus 86% for the combined model. As expected, the GPS
model fits the static data better than the combined model.
The ground displacement recorded at station POMM is not
well reproduced by our models; the ground motion at this
site is difficult to reconcile with the motion at the remaining
sites and may not correspond in a straigthforward manner to
the source dislocation (note that station POMM is located
right above the fault zone). The fits to data generated by the
combined and GPS model differ slightly at stations MNMC,
CAND and RNCH. All of these stations are located
northwest of the hypocenter and 5 km or more away from
the fault plane. The discrepancy in the fits to data at these
stations may be due to the deep slip identified by the
combined inversion, which is absent in the GPS model. A
disparity in deep slip would cause differences in the offsets
predicted at some distance from the fault plane, as is the
case. At all other stations, the difference in fits obtained
from the GPS and the combined models is not significant.
The degradation of fit to the static data in the combined
inversion is negligible, but needed in order to obtain a
proper fit to the strong motion data. The combined rupture
model is a compromise in the fit to both data sets.
[47] Figure 8 displays observed and synthetic waveforms

(predicted both by the strong motion and by the combined
rupture models). Again, both sets of synthetic ground
motion were generated from the best faulting model among
10 equally good models. Table 2 shows the numerical

misfits (mf) between observed _u0(t) and synthetic _us(t)
ground velocities for each waveform, as defined by a
normalized correlation function:

mf ¼ 1�
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If the misfit mf equals zero, then the synthetic waveform
perfectly matches the observation; a misfit of one indicates a
null correlation between the waveforms; if the signals are
perfectly anticorrelated, then the misfit will be equal to two.
The overall contribution arising from waveform misfits to
the object function (equation (3)), which the inversion
minimizes, is given by:
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This contribution (Ewaveform) is very similar for both
inversions, 0.43 for the strong motion inversion and 0.46
for the combined inversion. Most waveforms are well fit,
including those that are not heavily weighted in the
inversion. In particular, the vast majority of the first pulses
are very well fit. Latter pulses are more difficult to match, as
they often correspond to reverberations of seismic energy
within the damaged fault zone. Vertical waveforms are also
well fit, especially taking into account that they have very
small amplitudes and are heavily downweighted in the
inversion (they are downweighted by a factor of 10 in
relation to the horizontal waveforms, which effectively
removes them from the inversion).
[48] The GPS fit to data is more significantly degraded by

the combined inversion than the seismic fit. This does not
reflect a data imposition, but rather an option implemented
through the weight WGPS (weight of the GPS static slip
constraint on the seismic inversion). In order to fit the GPS
offsets better at one station, we would consistently have to
abdicate from fitting a much larger number of seismic
stations (five to eight stations). Because the strong motion
network is denser than the geodetic network, the seismic
instruments collected redundant information during the
earthquake. Therefore, we felt more confident about the
information that consistently appeared in several strong
motion records than about information recorded at only
one GPS station. For this reason, we chose to give priority
to the fit of the wavefield, rather than to the fit of the static
field.

5. Discussion

5.1. Combination of Different Data Sets

[49] Should we expect to obtain the same slip distribution
from the inversion of different data sets? Data sets that have
different resolutions are sensitive to slip that occurs over
different time and length scales. Therefore, there is no
reason to expect similar slip distributions to result from
inversions of different data sets if the data sets have

Figure 7. Horizontal GPS static offsets, observed (black),
predicted by the best GPS rupture model (blue), and
predicted by the best combined rupture model (red). The red
star marks the epicenter. Gray dots show aftershocks
locations [Thurber et al., 2006].
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different resolutions. We have argued throughout this paper
that in order to make sense of the slip distributions arising
from different data sets, one must be able to combine all the
data in a process that takes into consideration the informa-
tion contained in each datum. Thus, we have built a two-
step inversion following Hernandez et al. [1999] where
each data set is inverted in a different step, and the two
inversions are combined according to data resolution and
error. Implicit in this method is the idea that a good fit to
data does not necessarily imply a good model. Accordingly,
our method may yield fits to data that are not perfect, but it
attempts to limit free parameters while taking into account
data error and resolution in the first step of the inversion and

the nonlinear nature of the waveform inverse problem in the
second step. Next, we will examine which data require
which features in our combined rupture model.
[50] All three inversions (GPS, strong motion and com-

bined) place slip at the hypocenter, which implies that this is
a region of the fault where both data sets, static and
wavefield, require slip. Taking into account the different
gridding systems, the three models agree fairly well upon
the distribution and location of slip in this region, as well as
the maximum slip amplitude. The major difference among
the three models concerns slip southeast of the hypocenter.
The static data do not identify slip southeast of the hypo-
center, whereas the seismic data require slip there. However,

Figure 8. Strong motion velocity waveforms, fault-normal (230�), fault-parallel (140�), and vertical
components of motion. Data are shown in black, synthetics generated from the best strong motion
inversion are shown in gray, and synthetics of the best combined inversion are plotted in red. All
waveforms are normalized in order to permit a better appreciation of the waveform fits. The maximum
amplitude of each waveform is shown on its top left corner (in m/s). Station name is indicated before each
row of waveforms. See Table 2 for misfit values between data and synthetics.
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the fit to the static data is not degraded with slip southeast of
the hypocenter. Thus, we conclude that slip southeast of the
hypocenter is a robust feature of our combined model that
would not be imaged by the GPS data alone.
[51] All three inversions also image slip in a region 10–

20 km northwest of the hypocenter; that is, both the static
and wavefield data sets require slip in this region. The
combined inversion eliminates the shallow slip that is
present in the strong motion inversion. The absence of
shallow slip in the combined rupture model allows the fit
to the static offsets and does not degrade significantly the fit
to the seismic data. In this case, using the two data sets led
to a better control on the depth of the slip region.
[52] Overall, the maximum standard deviation in the slip

amplitude is reduced from 0.12 m in the strong motion
model to 0.08 m in the combined model. This corresponds

to a reduction of �30% in the standard deviation of the slip
amplitude. The maximum slip is unlikely to be a robust
feature of the inversion. It depends upon the smoothing and
grid spacing, for example. We expect robust features to have
units of potency (slip � fault area), not slip (the most robust
features are the amplitudes of the vectors corresponding to
high singular values, which have units of potency). The
maximum standard deviation in rupture velocity is also
reduced from 0.4 km/s in the strong motion model to
0.2 km/s in the combined model (in regions of significant
slip). Using the static GPS data set in addition to the strong
motion data reduced the uncertainty in our rupture models
arising from inversion nonuniqueness. This fact is not
surprising, given that the two-step inversion limits the
parameter space of the strong motion inversion (second
step).

5.2. Did the 2004 Mw6 Parkfield Earthquake Start as a
Supershear Rupture?

[53] Both the combined rupture model and the strong
motion model indicate that the rupture velocity close to the
hypocenter was very fast. In particular, these inversions
image a supershear rupture around the hypocenter (faster
than 3.6 km/s). How robust is this feature? Previous
kinematic source studies [Custódio et al., 2005; Liu et al.,
2006], as well as preliminary studies that we conducted, are
not conclusive as to the existence of supershear rupture
velocities during the Parkfield earthquake. Another data set
that could be used to study the rupture velocity consists of
ground motion recorded by a short-baseline seismic array
(U.S. Geological Survey Parkfield Dense Seismograph
Array, UPSAR [Fletcher et al., 2006]). The sources of
high-frequency arrivals at UPSAR can be used to identify
the rupture front, which in turn can be mapped back onto
the San Andreas Fault. Using UPSAR data, Fletcher et al.
[2006] concluded that the 2004 Parkfield earthquake prop-
agated as a subshear rupture. However, uncertainties in the
material structure lead to corresponding errors in their
mapped rupture velocities. Thus, they could not definitively
exclude the hypothesis of a supershear rupture close to the
hypocenter. We tried to use the map of rupture velocities
inferred from the UPSAR array [Fletcher et al., 2006] to
constrain the rupture velocity in our combined inversion.
We did not succeed in this attempt due to the uncertainties
associated with their rupture velocities. Because we were
unable to use UPSAR information to constrain the rupture
velocities in our inversion, we had to find an alternative way
to better assess the value of the rupture velocity at the
hypocenter. Our final approach was to test whether the GPS
and strong motion data require a supershear rupture in our
two-step combined inversion.
[54] Figure 9 shows a rupture model obtained from a

combined inversion where the rupture velocity is con-
strained to remain subshear everywhere on the fault (two-
step inversion, using the irregular grid). Specifically, the
rupture velocity is only allowed to be as high as 3.5 km/s.
This subshear rupture model displays two main regions of
slip-, around the hypocenter and 10 to 20 km northwest of
the hypocenter. The rupture velocity is very high in both
regions of slip, especially around the hypocenter. In partic-
ular, the rupture velocity is at the maximum allowable
velocity in the hypocentral region. This is reflected by the

Table 2. Waveform Misfit mf Between Observed and Synthetic

Ground Velocities for Each Strong Motion Station and Component

of Motiona

Station

Fault Normal
(230�)

Fault Parallel
(140�) Vertical (Up)

SM Comb SM Comb SM Comb

CH1E 0.39 0.46 0.83 0.96 0.50 0.33
CH2E 0.19 0.14 0.42 0.38 0.78 1.03
CH2W 0.31 0.29 – – 1.07 1.17
CH3E 0.11 0.14 0.96 0.86 0.60 0.62
CH3W 0.25 0.26 0.96 0.84 0.95 1.06
CH4AW 0.26 0.35 0.38 0.49 1.14 1.28
CH4W 0.24 0.25 0.47 0.71 0.89 1.07
COAL 0.20 0.26 0.98 0.98 0.94 0.97
DFU 0.11 0.06 0.18 0.15 0.72 0.46
EFU 0.25 0.24 0.62 0.64 0.57 0.47
FFU 0.10 0.19 0.44 0.48 0.86 0.98
FZ1 0.70 0.80 – – 1.12 0.97
FZ3 1.01 1.15 0.59 0.64 1.13 1.03
FZ4 0.32 0.42 0.43 0.36 0.72 1.38
FZ6 0.32 0.32 0.39 0.35 0.55 0.74
FZ7 0.21 0.20 0.40 0.43 0.82 1.06
FZ8 0.32 0.29 0.44 0.51 0.36 0.45
FZ9 0.13 0.08 1.13 1.12 0.68 0.97
FZ11 0.43 0.31 0.26 0.36 0.49 0.64
FZ12 0.38 0.43 0.69 0.74 0.94 0.82
FZ15 0.22 0.25 0.76 0.75 0.95 1.04
GFU 0.27 0.20 0.13 0.13 0.45 0.40
GH1W 0.50 0.63 – – 0.82 0.70
GH2E 0.33 0.46 0.10 0.14 0.60 0.66
GH3E 0.23 0.19 0.15 0.23 0.59 0.51
GH3W 0.61 0.64 0.30 0.28 0.55 0.62
GH5W 0.68 0.87 0.31 0.34 0.87 0.89
JFU 0.17 0.22 0.32 0.25 0.66 0.54
KFU 0.36 0.29 0.56 0.76 0.73 0.97
MFU 0.14 0.28 0.48 0.45 0.40 0.57
PHOB 0.67 0.69 0.61 0.47 0.82 0.64
RFU 1.00 1.02 0.62 0.75 1.06 0.96
SC1E 0.31 0.41 0.43 0.41 0.85 0.77
SC2E 0.66 0.75 0.22 0.19 0.64 0.59
SC3E 0.73 0.60 0.19 0.27 0.93 0.97
TEMB 0.49 0.52 1.02 0.98 0.68 0.71
VC1W 0.45 0.43 0.78 0.76 1.45 1.62
VC2E 0.19 0.37 0.36 0.46 0.56 0.36
VC2W 0.17 0.19 0.55 0.68 0.96 0.93
VC3W 0.57 0.80 0.19 0.19 0.52 0.54
VC4W 0.14 0.24 0.24 0.32 0.47 0.35
VC5W 0.41 0.51 0.36 0.45 0.82 0.71
VFU 0.40 0.60 0.42 0.39 0.51 0.47

aMisfits (mf, equation (9)) are shown both for the strong motion model
(SM) and for the combined model (Comb). Synthetics were computed from
the best of 10 equally good models.
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nearly circular shape of the rupture time contours around the
hypocenter. Which data require such fast rupture speed at
the hypocenter? To the southeast of the hypocenter, the high
rupture velocity is needed in order to fit the high-amplitude
pulses of ground motion recorded at the Cholame Valley
stations. A fast rupture is also required to the northwest of
the hypocenter so that the next patch starts slipping at the
right time, i.e., in order for the secondary pulses to arrive at
the correct times at the stations. Very short risetimes
(probably beyond our resolution) accompany the fast rup-
ture velocity at the hypocenter. In a dynamic study of this
earthquake, Ma et al. [2008] also concluded that a very fast
rupture velocity was required at the hypocenter in order to
fit the Cholame Valley stations (stations code starting with
CH). In fact, Ma et al. [2008] obtain supershear rupture
velocities at the hypocenter (�4.4 km/s) and a nearly
constant subshear rupture velocity of �3.0 km/s over the
rest of the fault plane.
[55] In summary, we could find an appropriate rupture

model with exclusively subshear velocities, although near
the hypocenter the rupture velocity is equal to the shear
wave velocity. In the subshear model, the slower rupture
velocity at the hypocenter is compensated by a slightly
larger amount of slip southeast of the hypocenter. Because
the data do not require supershear speeds, we cannot affirm

that the Parkfield earthquake began as a supershear rupture.
A conservative and prudent approach will be to face with
skepticism the possibility of a supershear rupture velocity
during the nucleation of the 2004 Parkfield earthquake. The
data we analyzed cannot determine whether the 2004 Park-
field earthquake started as a supershear rupture or not.
Nevertheless, a fast rupture velocity at the hypocenter is
clearly demanded by the data. According to our results, this
earthquake initiated with a very strong and localized burst
of energy, which is attested by the confined area of slip, fast
rupture velocity and short risetime at the hypocenter. Thus,
the Parkfield earthquake appears to differ from other earth-
quakes for which slow nucleation stages have been reported
[Wald et al., 1991; Abercrombie and Mori, 1994; Wald et
al., 1996]. Such a clear behavior is not commonly inferred
from kinematic source inversions and can aid in the under-
standing of earthquake nucleation processes.

5.3. Comparison With Other Studies

[56] In this section, we compare our combined slip model
(Figure 6) with previously published models and try to
understand the origin of the differences between rupture
models. The models we use in the comparison are all
inferred from different data sets or combinations thereof:
A) GPS coseismic offsets [Murray and Langbein, 2006], B)
joint use of GPS static offsets and InSAR [Johanson et al.,
2006], C) strong motion accelerograms [Custódio et al.,
2005; Liu et al., 2006], and D) joint use of selected seismic
and GPS data [Ji et al., 2004; Bakun et al., 2005].
[57] Let us start by comparing our slip distribution to

those inferred from the geodetic data, model A [Murray and
Langbein, 2006] and model B [Johanson et al., 2006]. Both
geodetic models place slip in a region 10–20 km northwest
of the hypocenter, at a depth between 4 and 10 km. This slip
area is also present in our combined rupture model. Fur-
thermore, this is the region of the fault with the largest
slip amplitude both in the geodetic and in our combined
slip models. The values of maximum slip amplitude are
different for the different models though:�0.25m inmodel A,
�0.5 m in model B, and �0.45 m in our combined model.
All of these values are of the same order of magnitude; the
differences in the exact values may be due to different
smoothing choices or different subfault sizes. We also
identify a region of slip around the hypocenter. Slip in the
hypocentral area is almost nonexistent in model A, but is
present in model B. It is possible that model A does not
image slip at the hypocenter due to the use of a regular grid
(which does not take into account the decay of the GPS
resolution). The hypocentral slip identified by model B is
deeper (10–14 km) than in our model (6–8 km). At the
time we have no good explanation for this discrepancy; it
may stem from the InSAR data, which was not incorporated
in our study.
[58] Next, we will examine the slip distribution inferred

from strong motion data only, model C [Custódio et al.,
2005; Liu et al., 2006]. Our combined model agrees very
well with the strong motion model in the hypocentral
region: slip surrounds the hypocenter laterally for a length
of �10 km. There is also good agreement in the value of
maximum slip in this region: 0.4–0.6 m in model C, and
0.45 m in our combined model. The region of slip northwest
of the hypocenter, identified in models A, B and in our

Figure 9. Complete rupture model inferred from a two-
step combined inversion (using an irregular grid in the first
step) where supershear rupture speeds were not allowed
(rupture velocity < 3.5 km/s). (a) Slip amplitude in m (color
scale) and 1-s rupture time contours (white lines). (b) Secant
rupture velocity (km/s). (c) Risetime (s). The white star
marks the hypocenter. Regions of low slip (<0.05 m) were
blacked out in the maps of rupture velocity and risetime, as
these parameters are not well resolved in such regions.
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combined model, is also present in model C. Model C
predicts 0.2–0.4 m of slip in this region, in accordance with
our model and the geodetic inversions. Finally, model C
images shallow slip 20 km northwest of the hypocenter.
Practically no shallow slip exists in our combined model. In
fact, the shallow slip diagnosed by model C does not allow
a correct fit to the static offsets. Thus, we must conclude
that the shallow slip is an artifact of model C. The strong
motion model shows no significant rake rotation in regions
of the fault with considerable amounts of slip. The maps of
rupture velocity generated by model C and our combined
model are similar, but in our combined model the rupture
velocity is better established (it has a smaller standard
deviation).
[59] Last, we will look at a faulting model obtained from

a joint inversion of seismic and geodetic data, model D
(seismic and GPS data) [Ji et al., 2004; Bakun et al., 2005].
Model D shows slip around the hypocenter and 10–20 km
northwest of the hypocenter. The maximum slip amplitude,
1.0 m, is identified in the region northwest of the hypocen-
ter; this value is higher than our maximum slip amplitude,
which is partly a consequence of our averaging of 10 best
slip models. Averaging tends to eliminate spikes in the
rupture model, effectively smoothing it. Only features that
are common to all 10 best models remain in the final
averaged model. The shapes of the regions of slip differ
between our model and the joint inversion D. We cannot
fully explain this discrepancy: we can only advance that the
shape of our regions of slip is to some extent a consequence
of the irregular grid we use for the static inversion (step one
of the combined inversion). The average rupture velocity
inferred from model D is 3.0 km/s. It is not straightforward
how to compare this average value to our distribution of
rupture velocity. In particular, it would make no sense to
simply compute the average of our map of rupture velocity,
given that the rupture velocity is meaningful only in regions
of the fault with considerable slip. We established that
around the hypocenter the rupture velocity was very fast
(�3.5 km/s). In the region of slip 10–20 km northwest of
the hypocenter the rupture slowed down to �3.0 km/s. Our
combined inversion seems to achieve a better control on
rupture velocity than model D as a consequence of the data
and methods employed.

5.4. Correlation Between Stress Drop and Aftershock
Locations

[60] In this section, we perform a simple study of the
correlation between aftershock locations and our final slip
distribution (resulting from a two-step inversion, using an
irregular grid for the GPS constraint, no constraint on
rupture velocity, average of 10 equally good models). More
advanced methods to study the correlation between after-
shocks and coseismic slip distributions can be found in the
literature [Woessner et al., 2006]. The aftershocks of the
2004 Parkfield earthquake were located by Thurber et al.
[2006] using the method of double differences [Waldhauser
and Ellsworth, 2000; Zhang and Thurber, 2003]. Thus, the
relative locations of the aftershocks within clusters are very
precise but the absolute locations of the aftershocks are less
so. In our analysis we consider the 2980 aftershocks that
occurred during the nine months after the earthquake inside
the fault plane used in our finite fault inversion. We

investigate the hypothesis that the slip distribution is corre-
lated with the locations where aftershocks occur via the
stress drop. In particular, we examine whether aftershocks
occur preferentially in regions where stress increases as a
consequence of coseismic slip.
[61] We compute the stress change due to slip on the fault

using the finite element method of Ma and Archuleta
[2006], which correctly models the bimaterial properties
of the medium and free-surface effects. The calculated stress
change is shown in Figure 10a. The zero stress change
contour is drawn in black. Surprisingly, aftershocks tend to
occur in regions of negative stress change in our model,
with an average stress change of �0.97 MPa in aftershock
locations. To determine the significance of this result,
we generate 1000 sets of synthetic aftershocks randomly
located on the modeled fault plane, and compare the
average stress change at the synthetic aftershock locations
to the average stress change at the true aftershock locations.
We find that the negative stress drop seen at the true
aftershock locations is statistically significant, as shown in
Figure 10b. The red line in Figure 10b, which shows the
average stress change of the real aftershock locations, is
well outside of the distribution of average stress change
given by randomly distributed aftershocks (the blue histo-
gram). This test indicates that the average stress change at
the true aftershock locations is far less than would be
expected for random aftershock locations.
[62] One of the flaws of the test above is that it does not

take into account the size of the aftershocks. If a correlation
between stress change and aftershocks does indeed exist,
one would expect larger aftershocks to occur in regions of
larger stress increase. In order to test this hypothesis we
conducted another test: we calculated the correlation coef-
ficient between aftershock magnitude and stress change at
the aftershock locations. For the true aftershock locations,
the correlation is negative (Figure 10c), indicating that
larger aftershocks tend to be located in regions with a
smaller stress increase than smaller aftershocks. However,
this finding is not statistically significant at the 95%
confidence level, as it falls within the range of correlation
coefficients that result from a similar analysis performed
with the 1000 sets of randomly distributed aftershocks (the
correlation coefficient of �0.03 is 1.4 standard deviations
from the mean given by the histogram of random aftershock
sets).
[63] The two tests above have weaknesses in that the

results depend on regions of the fault that have no signif-
icant slip, and in addition on the boundaries of the modeled
fault plane that we have chosen. In order to overcome this
difficulty, we perform a final statistical test, the results of
which are shown in Figure 10d. We compute an aftershock
density field on the same 2 km � 1.95 km grid used for the
determination of the kinematic source parameters. Then we
compute the correlation of the aftershock density field with
the coseismic stress drop field, both on the same grid
spacing. While this test is less sensitive both to areas with
no slip and regions void of aftershocks, it does depend on
the grid spacing of �2 km. The results from this test are
similar to those obtained in the first test, which shows that
the result is robust enough not to depend on the specifics of
the statistical test used. The true aftershock density is
negatively correlated with stress change density, which
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indicates that areas of higher aftershock density tend to
coincide with less stress change (in fact a negative stress
change) compared to regions with few aftershocks. Again,
this result is statistically significant given the standard

deviation obtained from the 1000 sets of randomly distrib-
uted aftershocks.
[64] By simple eye inspection of the slip distribution and

location of aftershocks one could be tempted to state that
earthquakes occur primarily on the edges of the slipped
regions. However, after conducting statistical tests we find
that earthquakes occur preferentially in regions where the
main shock causes a decrease in stress (given the available
aftershock locations and our kinematic slip model). This
result is statistically significant and quite robust, as indicated
by the two different tests we performed. In addition, even
large aftershocks tend to occur in regions where our model
predicts a stress drop. These results emphasize the need to
actually perform quantitative tests on the relation between
slip distributions and aftershocks.
[65] There are two possible explanations for our results.

First, perhaps aftershocks are not in fact caused by static
stress changes due to main shocks. Aftershocks could
alternatively be caused by dynamic triggering [Felzer and
Brodsky, 2006], or their spatial pattern could be controlled
by heterogeneities in fault rheology [Waldhauser et al.,
2004]. A second explanation is that either the kinematic
slip pattern or the aftershock locations are not accurate
enough to allow this type of test. The depth of slip in our
model is somewhat dependent on the choice of grids used
for the inversions. If the grids were shifted a kilometer
deeper or shallower, our slip model would probably show
slip at slightly different depths. Even though the strong
motion data constrain the depth of slip better than GPS, it
still falls off as 1/r, so a 2-km resolution at depth is probably
still optimistic. The depth of the aftershocks may also not be
accurate. While the relative location of aftershocks with
respect to each other has a very small error, the absolute
locations still depend on the accuracy of the velocity model
used. The aftershocks were located using a three-dimensional
velocity structure of Parkfield, while the faulting model was
inferred from a combination of two layered velocity struc-
ture. If either the true locations of all the aftershocks were
shifted a couple kilometers shallower, or if the true slip had
actually occurred deeper, the results of our statistical tests
would be different. Also, most probably the inversion smears
out the slip distribution. As a consequence, aftershocks that
may actually lie in high-stress regions bordering the asper-
ities will appear to lie in low-stress regions near the edge,
but within, the asperities. Ma et al. [2008] modeled dynam-
ically the 2004 Parkfield earthquake limiting slip to occur in
the region delimited by aftershocks, between 5 and 10 km
depth. Their dynamic model, with slip occurring only in the
region between aftershocks, is consistent with both seismic
and GPS data.

6. Conclusions

[66] We performed a source inversion for the 2004 Mw6
Parkfield earthquake using both GPS static offsets and
strong motion accelerograms. The GPS offsets were inferred
from continuous 1-Hz displacement time series [Johnson et
al., 2006]. Therefore, they are truly coseismic offsets and
are not contaminated by postseismic deformation. The
strong motion seismic data were integrated into velocity
waveforms, filtered in the passband 0.16–1.0 Hz and
corrected for site effects [Liu et al., 2006]. Our combined

Figure 10. (a) Stress change (MPa) corresponding to the
slip model inferred from the combined inversion. The black
line indicates the zero stress change contour. Aftershocks
are marked as white circles (the size of the circles
corresponds to the area of the aftershocks assuming a
circular source and a uniform stress drop of 3 MPa). The
white star marks the hypocenter. (b) We generate 1000 sets
of random aftershock locations. For each realization, i.e., for
each set of random aftershock locations, we average the
stress change over the spots where earthquakes occur. The
blue histogram shows the distribution of average stress
changes (in MPa) for the 1000 sets of random aftershock
locations. The red bar marks the average stress change for
the true aftershock distribution. (c) The blue histogram shows
the distribution of correlation coefficients between stress
change and aftershock magnitude for the 1000 sets of random
aftershock locations. The red bar marks the correlation
coefficient for the true aftershock locations. (d) This plot is
identical to Figure 10c but now the correlation is performed
between stress change and aftershock density.
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inversion is a two-step procedure conceived to take into
account the resolution of the GPS data set. In the first step
we inverted the static field in order to obtain a map of static
slip amplitude. This operation was performed on an irreg-
ular grid and using a nonnegative least squares algorithm
that employed a seismic moment constraint [Page et al.,
2009]. We used the GPS data and its errors to infer an
average slip model and a respective standard deviation. In
the second step we applied a nonlinear simulated annealing
inversion algorithm to the seismic data in order to obtain
maps of slip amplitude, rupture velocity and risetime. This
inversion has smoothness and seismic moment constraints.
In this second step, the slip amplitude was constrained to
resemble the static slip distribution inferred from step one.
Our two-step combined inversion allows us to determine
which features of the final rupture model are actually
demanded by the data. Thus, even though we cannot
mathematically assess the error or uniqueness of our rupture
model, we can tell which components of the model are
robust.
[67] The earthquake started with a very strong and

localized bilateral burst of energy. Slip around the hypo-
center was confined to a narrow region of slip that extended
bilaterally for approximately 10 km. The maximum slip in
this region reached 0.45 m. The earthquake initiated with a
very fast rupture velocity (�3.5 km/s or more); we were not
able to determine definitely whether the earthquake started
as a supershear rupture. Risetimes at the hypocenter were
very short, corroborating our interpretation of a strong burst
of energy to start the earthquake. The rupture then pro-
ceeded to a region 10–20 km northwest of the hypocenter.
This region is located near Middle Mountain and coincides
with the area where the Parkfield earthquake was expected
to nucleate [Bakun and McEvilly, 1984]. Slip here occurred
over a wider region; its maximum amplitude was 0.45 m;
the rupture velocity slowed down to approximately 3.0 km/
s; and the risetimes increased to 1–2 s. Thus, our combined
rupture model images two regions of the fault that displayed
very different mechanical behavior during the Parkfield
earthquake. The hypocentral region appears to have rup-
tured in a somewhat ‘‘explosive’’ way, whereas the region
of slip northwest of the hypocenter ruptured more ‘‘gently’’.
It is interesting to image two close regions of a fault
(separated by only �5 km) behaving in such distinct ways
during a moderate-size earthquake. This degree of detail in
models generated from source inversions can only be
obtained through very careful analysis of data sets, GPS
and seismic, with complementary characteristics. Future
work should address uncertainties in the Green functions,
errors in the seismic data, nonuniqueness of the nonlinear
seismic inversion, and uncertainties in fault location, geom-
etry and roughness.
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